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How Agents Are Built and Why It is Hard

Ed Feigenbaum (AAAI Address, 1993): Rarely does a technology arise that offers
such a wide range of important benefits of this magnitude. Yet as the technology
moved through the phase of early adoption to general industry adoption, the
response has been cautious, slow, and ‘linear” (rather than exponential).
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Disciple Approach to Agent Development

Develop learning and problem solving agents that can be taught b
subject matter experts to become knowledge-based assistants.

|
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between knowledge base development

and its maintenance.
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Multidisciplinarity and Integration in Disciple

Intelligence analysis, Center of gravity determination,
Course of action critiquing, Emergency response
planning, Workaround reasoning, PhD advisg , Air War College
selection, Teaching higher order thinking skills. George Mason University

Army War College

Development of
systematic approach to
expert problem solving

(@ )
Working closely
with subject

Development and
application of
Disciple agents

@ )
Working closely

with end users to

matter experts to _ receive crucial
model their Lzarnltng and timely
i gents feedback
reasonin eedbac
G S Research G N PR
& P —————
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theory for agents teaching by
non-computer experts
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Knowledge Base Development Activities

Deflln.e Create ‘ Define Verify and

o ontolo rules update rules
model gy _ Y |
1 Traditionally 1 1 With Disciple 1
.......................... EE""""""""""" .......................:............ LLLLLLLLLLTT" :......N.......... EEEEsEEEEEEEEEEEEEEEEg
i | Define | i Import and i | Defineand | :: "
: e it . e : . ¥ Crlthue
: initial ' create initial Ll explain  ;
: ' 4 : examples
model H ontology it | examples
Exten-d Specify Lea".‘ i Explain Refine
domain : ontological |:i s
instances : critiques rules
model elements
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Control of Modeling, Learning and Problem Solving
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{ 1' MOdeIing ﬁ 2' Learning ]

The expert
makes . , » . , . ey .
lici Reasoning type: |Reduction V| Reasoning mode: |M-:|dellng V| Flausibility: | medium
explicit
how to Reasoning Higrarchy | Reasoning Step | Graphical Viewer | Report : The agent
) learns
sess whether John Doe 15 a potential PhD advisor for Bob Sharp. . .
solve a Lﬁﬁ | ~ | || reduction
prObIem Is Bob Sharp mterested in the area of expertise of John Doe? rules
@ = Yes, because Bob Sharp is interested in Artificial Intelligence which is the area of expertise of >-[ Rule1
@2 John Doe.
\ DN = Assess whether John Do is a potential PhD adwisor for Bob Sharp in Artificial Intelligence. D )
\ [5 Johti Doe likely to stay on the faculty of George Mason University for the duration of Bob
= Sharp 's dissertation? >[RU|92]
///\ L Yes, because John Doe has a tenured position which is a long term position.
/ H
5 Assess whether John Doe would bea good PhD adwvisor for Bob Sharp in Artificial Intelligenc
-
E} Which is a PhD advisor quality criterion?
. professional reputation 8 Rule3
| Assess whether Joht Doe would be a good PhD advisor for Bob Sharp with respect to
professional reputation. 3
< | >
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|H Reasoning Hierarchy | Reasoning Step | Graphical Viewer | Report f
. A L&ssess whether Bridget Jones is a potential PhD adwisor for Bob Sharp| [E—
3. Solving
I 7 | s Bob Sharp interested in the area of expertise of Bridget Jones?
Yes, because Bob Sharp is interested in Artificial Intelligence which is the area of expertise of Bridget Jones.
5- Assess whether Bridget Jones is a potential PhD adwvisor for Bob Sharp in Artificial Intelligence.
A Iies _ I5 Bridget Jones lilkely to stay on the faculty of George Mason University for the duration of Bob Sharp 's dissertation?
pp Yes, because Bridget Jones has a tenured position which is a long term position.
learned -
rules to =l Assess whether Bridget Jones would be a good PhD adwisor for Bob Sharp in Artificial Intelligence 5_ Reflnlng
SOlVE new . Which is a FhD advisor quality criterion?
support for students
problems
e |Assess whether Bridget Jones would be a good PhD advisor for Bob Sharp with respect to support for students)
‘ Which is a PhD advisor quality criterion? Refines
students learning experience |earned
{4' Crlthl"ng ] - Lﬁ.ssess whether Bridget Jones would be a good PhD advisor for Bob Sharp with respect to students learning exp ru|es W|th
. Which is a PhD advisor quality criterion? the
responsiveness to students obtained
- L&ssess whether Bridget Jones would be a good PhD advizor for Bob Sharp with respect to responsivensss to sty positive
| Which is a PhD advisor quality criterion? and
guality of student results n eg ative
- L&ssess whether Bridget Jones would be a good PhD advisor for Bob Sharp with respect to quality of student res examp|es

~ Which is a PhD advisor quality criterion?

Accepts or professional reputation
rejects " Lq_gsess whether Bridget Jones would be a good PhD advisor for Bob Sharp with respect to professional reputatis
individual | Which is a PD advisor quality criterion?
' personality and compatibility with student
reductions

M ssess whether Bridget Jones would be a good PhD advisor for Bob Sharp with respect to personality and comy
student.
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Control of Modeling, Learning and Problem Solving

{ Problem ]

d

" Mixed-Initiative
Problem Solving

v :
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Explain Examples gy
Examples | l
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l Examples

{ Rules Learning
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The Rule Learning Problem: Definition

GIVEN:
« an example of a problem reduction;

* a knowledge base that includes an object ontology and a
set of problem reduction rules;

» an expert that understands why the given example is
correct and may answer agent’s questions.

DETERMINE:

« a plausible version space rule that is a plausible
generalization of the specific problem reduction.

© 2008, Learning Agents Center
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Rule Learning

F T TR
(£ Rule Viewer " ﬁ

A:
expertise of 701

@
’/2 _ DECOMPOSITION RULE DDR.00000 FORMAL DESCRIPTION
\\ ™~ ' IF: Assess whether 707 15 a potential PhD adwvisor for 702
\ LEARNED _ _ _
\ 1 REDUCTION RULE Q: |Is 702 mterested i the area of expertise of 7017
\—’(/@? Yes, because 702 15 interested in 703 which is the atea of
N

MAIN CONDITION

REDUCTION ]

EXAMPLE Var Lower Bound Upper Bound
201 ||(PhD adwisor, associate professor ) (persom )
f02 (PhD student ) (persom )
Task E 203 {computer science ) (PhD research area )
Assess whether John Doe is a pokential PhD advisor for Bob Sharp.

Var Relationship | Var

Question

Is Bob Sharp interested in the area of expertise of John Doe? 702 ||is interested in | 70

Answer 201 is expertin || 703

Yes, because Bob Sharp is interested in Artificial Inteligence
which is the area of expertise of John Doe. THEN: || Assess whether 201 is a potential PhD advisor for 702 in 203,

Sub-task (1) E -

Assess whether John Doe is a pokential PhD advisor Far
Bob Sharp in Artificial Intelligence.

© 2008, Learning Agents Center
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Basic Steps of the Rule Learning Method

1. Find a formal explanation of why the example is
correct. This explanation is an approximation of the

guestion and the answer, in the object ontology.

© 2008, Learning Agents Center
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The Rule Learning Method: Detalils

1. Identify a formal explanation EX of why the example E is correct, through mixed-initiative
interaction with the subject matter expert. The explanation is an approximation of the meaning of the
question and answer, expressed with the objects and the features from the object ontology. During
the explanation generation process, new objects and features may be elicited from the expert and
added to the object ontology.

2. Generate a variable for each instance, number and string that appears in the example and its
explanation. Then use these variables, the example, and the explanation, to create an instance IC of
the concept representing the applicability condition of the rule to be learned. This is the concept to be
learned as part of rule learning.

3. Generate the problems, question, and answer of the rule by replacing each instance or constant
from the example E with the corresponding variable generated in step 2. Then generate the plausible
version space of the applicability condition of the rule. The concept represented by this condition is
the set of instances and constants that produce correct instantiations of the rule. The plausible lower
bound of this version space is the minimally general generalization of IC determined in step 2,
generalization which does not contain any instance. The plausible upper bound of this version space
is the set of the maximally general generalizations of IC.

5. If there is any variable from the THEN part of a rule which is not linked to some variable from the IF
part of the rule, or if the rule has too many instances in the knowledge base, then interact with the
expert to extend the explanation of the example and update the rule if new explanation pieces are

000, Cear g Agerts Cerer 17




The Rule Learning Methoo

Analogy and Hint Analogy-based
Guided Exglanation Generalization
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Find an Explanation of Why the Example Is Correct

A~

),
T
N

The explanation
IS an
approximate
representation of
the question and
its answer, in the
object ontology.

Task [£3]
Assess whether John Doe 15 a potential PhD adwisor for Bob Sharp.

Queskion
Is Bob Sharp interested in the area of expertise of John Dog?

Answer

Yes, because Bob Sharp is interested in Artificial Inteligence which is
the area of expertise of John Doe.

Explanations

Bob Sharp —is interested in—> Artificial Inkeligence + | Remaove
John Doe —is expert in—2 Artificial Inteligence
1 k
Sub-task [£3]

Assess whether John Doe 15 a potential PhDD adwisor for Bob Sharp
in Artificial Intelligence.

[[Bob Sharp]—is interested in—>[ Artificial Intelligence ]4— is expert in J

© 2008, Learning Agents Center




Explanation Generation

N
The expert can guide the agent in explanation generation by selecting the
objects from the example for which explanation pieces will be proposed. )
Reaw: Reduction Reas-:l%g mode: (Modeling % | Plausibility: | medium  +
: Reasoning Step | Reasoning Hierarchy | Graphidslliewear | Report : Modeling External Solutions Assumption Assistant
i . Formalization Evidence Search Refinement
f._'}_;' Default Viewer .-”: ) Advanced Viewer
x Explain Decomposition Example
Task _ _ _ Elements to search for
Assess whether John Doe is a potential PhD advisor for Bob Sharp. Bab Sharp [ Search ]
Question JA;:rfchl;IEIntelllgence
s Bob Sharp mterested in the area of expertise of John Doe? - -
Y Possible explanations
e T T e e Bob Sharp __iE' int—:-r—:-_5t—:--f| in—:.“- .&.rtif“ cial ;r‘ltelligen-:e
S : John Doe —is expert in—> Artificial Intelligence
which is the area of expertise of John Doe. o o i
Artificial Intelligence is research area [ —_— ]
~ Sarah Pace —is interested in—> Artificial Intelligence =0
Sub-task L Bob Sh is interested i Information Security  ||_Create New... |
Assess whether John Doe is a potential PhD advizor for Boh . , b P Ifc' " :r_.5 - = n_-:lrma lon Security _
B i Artificial Intellioence Artificial Intelligence is FhD research area [ Edit Expression ]
TP cial tetigence. Artificial Intelligence is computer science
Bridget Jones —is expert in—> Artificial Intelligence
Amanda Rice —is expert in—> Artificial Intelligence
Jill Knox —is expert in—>= Artificial Intelligence
Plausible explanation pieces proposed by the agent.
The expert has to select the correct ones.
© 2008, Learning Agents Center 22



Generate Rule’s Condition

Task 3]
Assess whether John Doe 15 a potential PhDD advizor for Bob Shamp.

™
\\ /\ ,: Question

\ Is Bob Sharp interested in the area of expertise of John Dog?

Answer
3 Yes, because Bob Sharp 15 mterested m Artificial Inteligence which 1s
AN -
((‘Q\\é the area of expertise of John Doe.
— =

Explanations

Bob Sharp —is interested in—= Artificial Inteligencs + [ Ramove
John Doe —is expert in—= Artificial Inteligence
1 k
Sub-task 3]

Assess whether John Doe 15 a potential PhD advisor for Bob Sharp
in Artificial Intelligence.

Rewrite the objects from the example

Task
Assess whether ?01 is a potential PhD advisor for ?02. ds an appllcablllty condition
Is ?02 interested in the area of expertise of 701 ? 7201 is John Doe
' ' ?
Yes, because ?02 is interested in 703 Is expertin 703
which is the area of expertise of ?01. 202 is Bob Sharp
iS i ' ?
Sub-task is interestedin 703
Assess whether ?01 is a potential PhD advisor for 202 in ?03. 203 is Artificial Intelligence

© 2008, Learning Agents Center



Generate Rule’s Condition

object

agent

person |UB

[employee]

T

[ university employee ]

student

[faculty member] [graduate]

subf¢oncept of

student

[ professor J [PhD advisor

subcomcept of

subconicept of

associate || g [ PhD student LB
professor ]
iInStange of instance of
(John Doe | [ Bob Sharp |
201 202

© 2008, Learning Agents Center

Var Lower Bound Upper Bound
201 ||(PhD adwisor, associate professor ) (person )
# ‘
702 (PhD student ) (person )
203 {computer science ) (PhD research area )
Var Relationship | Var
202 |15 interested i | 703
201 15 expert i 203
((% = i5 expert in ((% =
S O =5 O
o & @ A4
o . o
=35 201 is  John Doe = ©
S is expert in 2703 23
o = . O o
> 0 702 is  Bob Sharp -5 =
is interested in 703
703 is  Atificial Intelligence

?01 is expert in 203

person is expert in PhD research area

person is interested in PhD research area

?02 is interested in 703

25




Explanation

Notice that the explanation is first re-written as a condition, and then
two generalizations of this condition are created: a most conservative
one (the plausible lower bound condition) and a most aggressive one
(the plausible upper bound condition).

The plausible lower bound is the minimal generalization of the
condition from the left hand side of the slide.

Similarly, the most general generalization of the condition is the
plausible upper bound.

The agent uses various constraints from the knowledge base to restrict
the values that the variables could take.

© 2008, Learning Agents Center
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Rule Learned from an Example and its Explanation

=
N \\ y
P LEARNED

//@? REDUCTION RULE
il
REDUCTION
EXAMPLE

/

N\ y A

Task N [£3]

Assess whether John Doe is a pokential PhD advisor for Bob Sharp.

Question
Is Bob Sharp interested in the area of expertise of John Doe?

Answer
Yes, because Bob Sharp is interested in Artificial Inteligence
which is the area of expertise af John Doe.

Sub-task (1) E

Assess whether John Doe is a pokential PhD advisor Far
Bob Sharp in Artificial Intelligence.

ke i
(£ Rule Viewer
DECOMPOSITION RULE DDR.00000 FORMAL DESCRIPTION
IF: Assess whether 707 15 a potential PhD adwvisor for 702
Q: |Is 702 mterested i the area of expertise of 7017
A: Yes, because 702 15 interested i 703 which is the area of
" |e=pertise of 701
MAIN CONDITION
Var Lower Bound Upper Bound
201 ||(PhD adwisor, associate professor ) (persom )
f02 (PhD student ) (persom )
203 {computer science ) (PhD research area )
Var Relationship | Var
202 ||is interested in | 203
201 is expertin || 703
THEN: |Assess whether 707 is a potential PhD advisor for 202 in 703,

[Bob Sharp ]— is interested in —>[ Artificial Intelligence ]4— is expert in

© 2008, Learning Agents Center




Analogical Reasoning
Analogy /[ person ] PhD | person\l

criterion i 1
Instance of research Instapce of
area
[ 701 | f 202
— . Instance of :
IS Interé ertin

203 )

less general than less general than
explanatlon iImilar explanation

Bob Sharp similar Den.Smlth ] | | [Peter Jlones]
s interastedin___ - ert in mmmp | isinterEStedn _isexpertin
{ Artificial Intelligence { Information Security ]
explainsl explains? 1 o
initial example similar example

| need to | need to

Assess whether John Doe is a Assess whether Dan Smith is a
potential PhD advisor for Bob Sharp. potential PhD advisor for Peter Jones.

Therefore | need to similar | Therefore | need to

Assess whether John Doe is a Assess whether Dan Smith is a
potential PhD advisor for Bob Sharp in potential PhD advisor for Peter Jones
Artificial Intelligence. in Information Security.

28



Explanation

The agent uses analogical reasoning to generalize the example and its explanation into
a plausible version space rule. This slide provides a justification for the generalization
procedure used by the agent.

Let us consider that the expert has provided to the agent the problem reduction
example from the bottom left of this slide. This reduction is correct because

[Bob Sharp} is interested in —>[ Artificial Intelligence ]4— is expert in

Now let us consider
[Dan Smith ]~ Is interested in —{ Information Security ]4— is expert in —[ Peter Jones ]
Using the same logic as above, one can create the problem reduction example from
the bottom right of the slide.
This is a type of analogical reasoning that the agent performs. The explanation from
the left hand side of this slide explains the problem reduction from the left hand side.
This explanation is similar with the explanation from the right hand side of this slide
(they have the same structure, being both less general than the analogy criterion from
the top of this slide). Therefore one could expect that this explanation from the right
hand side of the slide would explain an example that would be similar with the initial
example. This example is the one from the right hand side of the slide.
To summarize: The expert provided the example from the left hand side of this slide
and helped the agent to find its explanation. Using analogical reasoning the agent can
erform by itself the reasoning from the bottom right hand side of the slide.

© 2008, Learning Agents Center 29




Analogical Reasoning
Analogy /[ person ] PhD | person\l

criterion i 1
Instance of research Instapce of
area
201 i 702
[ — ] . Instance of :
IS Interé ertin

03 ] /

less general than less general than
explanatlon iImilar explanation

Bob Sharp | ] [ 202 |
s interastedin___ - ert|n M |S|nw/beﬁﬂin

{ Artificial Intelligence { 703 ]

o explains explains? o
initial example similar example

| need to | need to

Assess whether John Doe is a Assess whether ?01 is a
potential PhD advisor for Bob Sharp. potential PhD advisor for ?702.

Therefore | need to similar | Therefore | need to

Assess whether John Doe is a Assess whether ?01 is a
potential PhD advisor for Bob Sharp in potential PhD advisor for 702 in
Artificial Intelligence. ?03.

30



Explanation

Notice that in the previous illustration we could have used any other
entities 701, 7?02 and ?0O3 instead of Bob Sharp, Artificial Intelligence
and John Doe. As long as ?01 is interested in 703 and ?02 is expert in
?03, the agent would hypothesize that, in order to “Assess whether
?01 is a potential PhD advisor for 702 then one would need to
“Assess whether ?01 is a potential PhD advisor for 702 in ?03.”

The agent uses various constraints from the knowledge base to restrict
the values that the variables 701, 7?02 and 7?03 could take. For instance,
?01 should have the feature “is interested in” and the domain of this
feature (i.e. the set of objects that may have this feature) is person.
Therefore 701 should be a person.

Using this kind of reasoning, the agent generalizes the example from
the left hand side of this slide to the expression from the right hand side
of this slide.

© 2008, Learning Agents Center
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Generalization by Analogy

? /[ person ] PhD | person\l

explanation Instapce of reZ(?g;Ch Instapce of

/Bob Sharp ] [ 701

is in%stedik is-expert in SN
[ Artificial Intelligence ] \_
_ generalization
ex Ialnsl

initial example

A
] _ Instance of,

explainsl

| need to

Assess whether John Doe is a
potential PhD advisor for Bob Sharp.

| need to

Assess whether ?01 is a potential
PhD advisor for ?02.

Therefore | need to

Assess whether John Doe is a
potential PhD advisor for Bob Sharp in
Artificial Intelligence.

Therefore | need to

Assess whether ?01 is a potential
PhD advisor for 702 in ?03.

Any value of ?01 should be an instance of:
Knowledge-base DOMAIN(is interested in) = person

constraints on _
the generalization: Any value of ?03 should be an instance of:
RANGE(is interested in) = PhD research area
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Learning with an Evolving Representation Language

IF
! <task>

<PUB condition>

Object Browser | HIEra

THEN
<subtask 1>

Browse repository’,

<subtask m>

Plausible Upper Bound Condition

7
/

Plausible version space

-~

Universe of
Instances

Mawigate

Expand “iaw

RFaduce Wiew

Rokake \Wiew

Root Object

Foaok Feature
Find

o EEsociation

il

Histary
Back

[r_‘tmt er."j.dmce]

[measlma'd; wid.a‘u.ce]

[mage evidence| | [ondiotape evidence|

[l:-hjev:t erw."j.dme]

Forward

Wieww iEdit
iy

Madify
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Characterization of the Learned Rule

© 2008, Learning Agents Center

Universe of
Instances

( Plausible
Upper Bound
Condition
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Explanation

The plausible upper bound condition of the learned rule is an analogy criterion that allows the agent to
solve problems by analogy with the example from which the rule was learned. Because analogy is only a
plausible reasoning process, some of the examples covered by the rule may be wrong. The plausible upper
bound of the rule is therefore only an approximation of a hypothetical exact condition that will cover only
positive examples of the rule. That is why it is called plausible upper bound.

The plausible lower bound condition of the rule covers the input example that is known to be correct.
However, the bound is a minimal generalization performed in the context of an incomplete ontology
(generalization hierarchy). Therefore it is also a plausible bound.

The previous slide shows the most likely relation between the plausible lower bound, the plausible upper
bound and the hypothetical exact condition of the rule. Notice that there are instances of the plausible upper
bound that are not instances of the hypothetical exact condition of the rule. This means that the learned rule
could also generate wrong solutions to some problems, as already mentioned. Also, there are instances of
the hypothetical exact condition that are not instances of the plausible upper bound. This means that the
plausible upper bound does not cover all the cases in which the solution provided by the rule would be
correct.

Similarly, there may be cases that are covered by the plausible lower bound, without being covered by the
hypothetical exact condition. All these situations are a consequence of the fact that the explanation of the
initial example might be incomplete, and that the representation language for learning (which is based on
the object ontology) might also be incomplete. These results are consistent with what one would expect
from an agent performing analogical reasoning.

© 2008, Learning Agents Center
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General Heuristics for Explanation Generation

Look for the relationships between the objects from the
question and the answer.

Look for the relationships between an object from the IF

problem and an object from the question or the answer.

© 2008, Learning Agents Center



User Hint: Selecting an Object from the Example

Mixed-Initiative Reasoner il

Reasoning type: :Reductinn v: Reasoning mode: :Mndeling v: Plausibility: :medium 'r:

|d| Reasaoning Hierarchy | Graphical Viewer | F2asoning Step | Repart : External Solutions | Assessment Assistant | Modeling |
Search I Learning I Faormalization I Evidence | Refinement
(@ Defaulk Viewer () Advanced Viewer
Explain Reduction
Problem E Elements to search for
Assess whether John Doe 15 a potential PhDD adwisor for Bob tenured position
Sharp in Artificial Intelligence. Artificial Inteligence
John Doe
QJuestion Gearge Masan University
Is John Doe likely to stay on the faculty of George Mason Bob Sharp

University for the duration of Bob Sharp 's dissertation? Possible explanations

Answer - o John Dog —has as position—=> tenurad position Accept
Yes, because John Doe has a tenured position which 1s a John Doe is associate professor =t G anrical
" dit Graphically
long term position. John Doe is professor
: : | SeeMore |
John Doe is PhD advisor
Subprablemn [£3] John Doe is Faculty member | Create New... |
Assess whether John Doe would be a good PhD John Doe is university employee [ Edit Expression |
. . . . John Doe is employes
advisor for Bob Sharp in Artificial Intelligence.
= gene ( John Dae is person
John Dioe is agent:
John Doe —is expert in—:>= Artificial Inteligence

Graphic exploration

The expert selects an object from the example. e
The agent generates a list of plausible o Bocl s as position____| B2k to ResulEs
explanations containing that object. | r
The expert selects the correct explanation(s). y —

-
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Analogical Reasoning Heuristic

1. Look for a rule R, that reduces the current problem P,.

2. Extract the explanations E  from the rule R,.
3. Look for explanations of the current problem reduction

that are similar with Eg.

Example to be explained.: Previously learned rule R;:

IF the problem to solve is P, IF the problem to solve is Py
THEN solve Pla’"'Pld Explanation Eg

Look for eXplanatW/PUB'condition

are similar with E; PLB condition

THEN accomplish Pllg"'Plng
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Justification of the Heuristic

This heuristic is based on the observation that the
explanations of the alternative reductions of a problem
tend to have similar structures. The same factors are
considered, but the relationships between them are
different.

Question:

Answers:

Explanations: E

a

© 2008, Learning Agents Center



Another Analogical Reasoning Heuristic

1. Look for a rule R, that reduces a similar problem to
similar subproblems.

2. Extract the explanations E, from the rule R,.

3. Look for explanations of the current problem reduction
that are similar with E.

© 2008, Learning Agents Center



Justification of the Heuristic

This heuristic is based on the observation that
similar problem solving episodes tend to have
similar explanations:

similar

E < >E'

explains explains?

v similar

PR
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Yet Another Analogical Reasoning Heuristic

1. Look for a rule R, that reduces a problem that is similar
to the current problem even if the subproblems are not
similar.

2. Extract the explanations E, from the rule R,.

3. Look for explanations of the current problem reduction
that are similar with E.

The plausible explanations found by the agent can be
ordered by their plausibility (based on the heuristics used).

© 2008, Learning Agents Center



No Explanation Necessary

Prablem '
Assess the authenticity of the chain between SpaceDoc-MNet and Lipitor - Thief of Memory. i

Question
How can we assess the authenticity of the chain?

Aniswer

By checldng that Lipitor - Thief of Memory can be reached from SpaceDoc-INet.

Subpraoblem [£3]
Assess the authenticity of the chain based on whether Lipitor - Thief of Memory can

be reached from SpaceDoc-IMNet.

Sometimes no formal explanation is necessary, as in the above example.

We need to invoke Rule Learning, but then quit it without selecting any
explanation. The agent will generalize this example to arule.

© 2008, Learning Agents Center
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Mixed-Initiative Reasoner X| |

Select Problem:

sess whether John Doe is a potential PhD advisor fpr Bob Sharp. Existing Problem:

k Select ]

Mew Problem based on:

|__1.Click on a problem e
[ 2. Click on “Select” ]

Mew Planning Task

Plausibility:

medium -

Cancel




1. Minimize H 2. Select Reasoning W 3. Select Reasoning 4. Select

11 H 7 111 7 H H H 1 7
{__TOC pane type: “Reduction mode Refinement” }-\ Plausibility: “low
/D-CW\I'-U?IUUS-DH,CSSSU e
Mixe ive Reasoner | | \/
Reasoning bype: :Reduction - Reasoning mads: _Reﬂnement v Plausibilivy: iuw v:
L Reasoning Hierarchy | Reasoning Step I Graphical Viewer I Repnrt| 4 External Solutions Assumption Assistant
Madeling Refinement | Evidence Faormalization Search
4 ssess whether John Doe is a potential PhD advisor for Bob
= o Refinement Wizards
harp.
» Continue Learning Correck SubTree Wizard Analyze SubTree Wizard
Is Bob Sharp interested in the area of expertise of John Doe? / Similar Case Wizard

Fi- Yes, because Bob Sharp is interested i
which is the area of expertise ufJuhn“[

N
5, Select “Refinement” J [ 6. Click on }
Assistant “Continue Learning”

ﬂsciple will select the first modeling node, in a depth-first search, th
learn a rule from the corresponding reasoning step.

Alternatively, you can browse the reasoning tree, click on a modeling
node (usually a question/answer node) of a modeling step, and then
click on “Continue Learning” to learn a rule from that step.

The modeling nodes have yellow borders to distinguish them from the
@des generated by learned rules, which have grey borders. /
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Reasoning type: :Reduction v: Reasoning mode: :Refinement v: Plausibility:: :Inw

Sharp.

. Is Bob Sharp interested in the area of expertise of John Doe?
#- Yes, because Bob Sharp is interested in Artificial Intelligence

which is the area of expertise of John Doe.

DJ& [] Ontalogy Specs Explanations Default Explanations Viewer

Decomposition operations.

Stark Learning

1. The first node of the

reasoning tree is selected

2. Click on
“Start Learning”

Global learning operations.

Learn Al From Rook

il 4
: Reasoning Hierarchy | Reasoning Step I Graphical Viewer I Repnrt| : External Solutions | Madeling
_ _ _ Assumption Assistant | Farmalization | Evidence I Search Refinement
5 4 ssess whether John Doe is a potential PhD advisor for Bob
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Example Explanation Interface
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Mixed-Initiative Reasoner ﬂ |

J‘—r'|=;'__

to the selected objects

Finish the :
Wam Donaesysees [Fe) - @xplanation process ],

B hch;;E.— — -is |nteresteu:| in- }InFu:ur

——ion o Obiects from th e | Click on an object to
' ects from the example | :
[q|_Reduction example =5 ObJ P deselect or select it
\ l’lalizatinn | Evidence | Sear
fault Viewsr () Advanced Viewer N\
\/ Explain Decomposition Se arc h
Task [£3] Elements to search F .
Assess whether John Doe is a potential PhD advisor for Artificial Inteligence - explanat’ on
Baob Sharp. John Doe Graphic Seard .
Bob Sharp bl p’eces
Question . i
Is Bob Sharp interested in the area of expertise of John = - Pnss'hlefe"?la"i'lt'""s
0 Bob Sharp —is inkerested in—> Artificial Inteligence = Accept
SHE John Doe —is expert in—= Artificial Inkeligence Edit Graphically Accept Sele(:ted
Ansier o . — Artificial Inteligence is research area x
Yes, because Bob Sharp is interested in Artificial Sarah Pace —is interested in—> Artificial Intelligence | = eXpIanatlon
Intelligence which 15 the area of expertise of John Doe. Bob Sharp —is interested in—= Infarmation Security .
Artificial Intelligence is PhD research area p’ece
Explanations Artificial Intelligence is computer science o
= | Remove Bridget Jones —is expert in—= Artificial Inteligence l
l b ; oi : ) hetificinl Traball
A Graphic exploration See more
Sub-task 3] \
Assess whether John Doe is a potential PhD adwvisor Dosl — — -is expert in — —/Artific Ba Xp Ianat’on
for Bob Sharp in Artificial Intelligence. =40
iz inkerested in- I
- -~
wpert in— 7
Explanation pieces rela ted i

User defines
an explanation
piece

Flnlsh

50
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[:| Reasaning Hierarchy | Reasoning Step | Graphical Viewer I Repnrt|

i %

| External Solutions I Madeling I Assumption Assistant I Formalization I Evidence I Search | Refinement

°[ 1. Select a relevant

Explain Decomposition Example

Elements to search for

Artificial Inteligence

Question
Answer

of expertise of John Doe.

Explanations

Sub-task

Artificial Intelligence.

;::kess WhEﬂlE:t’..TDhnDDEiL piece Of eXplanation

s Bob Sharp interested in the area of expertise of John Doe?

Yes, because Bob Sharp is interested in Artificial Intelligence which is the area

Assess whether John Doe is a potential PhD advisor for Bob Sharp in

John Doe
Bob Sharp

[ 2. Click on “Accept”
Possible mlanatinn“

Search

J

Graphic Search

™~ | Bob Sharp —is interested in—> Artificial Inteligence

Accepk

John Doe —is expert in—2 Artificial Inteligence
Artificial Inteligence is research area

Artificial Inteligence is PhD research area

Artificial Inteligence is computer science

Bridget Jones —is expert in—= Artificial Inteligence
Amanda Rice —is expert in—= Artificial Inkeligence

E Jill Knox —is expert in—= Artificial Inteligence

Remove

Sarah Pace —is inkerested in—= Artificial Inteligence
Bob Sharp —is interested in—>= Information Security

Graphic exploration

Edit Graphically

See Mare

Create New...

Edit Expression

options

John Do — — — -is expertin — "= Artificial Inteligence

. ) - =T
_ dsinterestedin- 7 -7
- P
H H - Fa
Sarah Pace . -isexperbin- 7 .
- E
L~ isinterested in
&

-
Bridget Janes ©

s
s’

ra
Baob Sharp— — -is interested in- Z=Infarmation Security

-

Accept
Back ko Results

See MNext

Results Mode
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[:| Reasaning Hierarchy | Reasoning Step | Graphical Viewer I Repnrt|

i %

| External Solutions I Madeling I Assumption Assistant I Formalization I Evidence I Search | Refinement

2. Select another relevant

Task 1 "
T piece of explanation
Question
Is Bob Sharp interested in the area of expertise of John Dog?
Answer

Yes, because Bob Sharp is interested in Artificial Intelligence which is the area
of expertise of John Doe.

Explanations

Bob sharp —is interested in—= Artificial Inteligence Remave

Sub-task
Assess whether John Doeisa
Artificial Intelligence.

[
PhD advisor for Bob Sharp in

1. The selected explanation is
added to the example

options

Explain Decomposition Example

Elements to search for

[ 3. Click on “Accept”
Possible mlanatinn“

dohn Doe —is expert in—2 Artificial Inteligence

Artificial Inteligence is research area

Sarah Pace —is inkerested in—= Artificial Inteligence

Bob Sharp —is interested in—>= Information Security
Artificial Inteligence is PhD research area

Artificial Inteligence is computer science

Bridget Jones —is expert in—= Artificial Inteligence
Amanda Rice —is expert in—> Artificial Inkeligence

Jill Knox —is expert in—= Artificial Inteligence

Inteligent Systems Center —has as member—2 John Doe

Artificial Inteligence Search
John Doe

Bob Sharp

J

Graphic Search

Accepk

Edit Graphically

See Mare

Create New...

Edit Expression

Graphic exploration

- Accept

) ) Back ko Results
John Do — — — -is expertin — "= Artificial Inteligence

. . . - -.-"-’
_ ds interested in- ,j:
. -
PR
H H - i
. —is Expettin-

See MNext

m

Sarah Pace
- . . -
< s isexpertin #

T

-
Bridget Janes

-
A

ra
Amanda Rice Information Security -

Results Mode

Cancel
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[:| Reasoning Hierarchy| Reasoning Step | Graphical Viewer I Repnrt|

i %

| External Solutions I Madeling I Assumption Assistant I Formalization I Evidence I Search | Refinement

(@) Defaulk Viewsr () Advancad Viewer

Assess whether John Doe is a potential PhD adwisor for Bob Sharp.

1. Select a previously accepted
piece of explanation, if you would |

like to remove it
AN

Explanations

4

Sub-kask

Assess whether John Doe i
Artificial Intelligence.

2. Click on
“Remove”

Task [£3]

Hob Sharp —is inkerestad in—= Artificial Intelligence P .
John Dioe —is expert in—2 Artificial Inteligence

options

Explain Decomposition Example

Elements to search for

Artificial Inteligence
John Doe
Bob Sharp

Graphic Search

Possible explanations

Artificial Inteligence is research area

Sarah Pace —is inkerested in—= Artificial Inteligence

Bob Sharp —is interested in—>= Information Security
Artificial Inteligence is PhD research area

Artificial Inteligence is computer science

Bridget Jones —is expert in—= Artificial Inteligence
Amanda Rice —is expert in—= Artificial Inkeligence

Jill Knox —is expert in—= Artificial Inteligence

Inteligent Systems Center —has as member—2 John Doe

m

Graphic exploration

Accepk
Edit Graphically

Sarah Pace — — s interested in- == Artificial Inteligance
) ) =T
_ —isexpertin- - o
- P
Bridget Jones . -is expertin— < Information Security
o ) - byl
L ~isexpertin - - a
- & -
Amanda Rice | 7 L7
E
p ’ is interested in-
n -
Jll Knox| L7
F

E

.

m

Accept
Back ko Results

Cancel

Results Mode
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[:| Reasoning Hierarchy| Reasoning Step | Graphical Viewer I Repnrt|

i %

| External Solutions I Madeling I Assumption Assistant I Formalization I Evidence I Search | Refinement

i@ Defaul Viewer () Advanced Viewer Explain Decomposition Example

Elements to search for

Task | | | ]| | eraamesiiaenes
Assess whether John Doe is a potential PhD adwisor for Bob Sharp. John Doe Graphic Search
Ll | L
Bob Sharp
Question
Iz Boh Sharp interested in the area of expertise of John Daoe? Possible explanations
ANSWer Artificial Inteligence is research area = Accept
Yes, because Bob Sharp is interested in Artificial Intelligence which is the area 5arah Pace —is interested in—2 Artificial Inteligence Edit Graphically
£ erti £ Tohn D Bob Sharp —is interested in—>= Information Security
of experhse ol Jo oe. Artificial Inteligence is PhD research area L
- Artificial Inteligence is computer science 1
Explanations Bridget ] is expert in—= Artificial Intell
Bob Sharp —is interested in—> Artificial Intelligance ~ [Remave ridge cu.wes __'5 EHpEr .|n r.|.|r_t|a n e.lgence Edit Exprassion
. ) o ) Amanda Rice —is expert in—= Artificial Inkeligence R
John Dioe —is expert in—2 Artificial Inteligence - ) ; ! o :
‘ r Jill Knox —is expert in—= Artificial Inteligence
Inteligent Systems Center —has as member—> John Doe i
Graphic exploration
sub-task 3] .
) ) ) ) - Accept
Assess whether John Doe is a potential PhD advizor for Bob Sharp in i T
o . o ) ack ko Resulks
Artificial Intelligence. Sarah Pace — — s interested in- == Artificial Inteligance
s e S
_ —isexpertin- - o
- o
ation Security
- (1] - Y =
Click on “Finish” to end the
JilKnox |, —
F
£ -
1 F Results Mode
QA [] Ontology Specs Explanations Defaulk Explanations Viewsr Cancel

| o IDisciple |



IDisciple

Systemrn Ontology Rules Scenario Reasoning Solving Tutoring KB Reports Help

repasitory| PAD-cwy-07 1005-al|CS580

Mixed-Initiative Reasoner %] |

- DEEO
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Reasoning Hierarchy | Reasoning Step I Graphical Viewer I Repnrt|

i %

| External Solutions I Madeling I Assumption Assistant I Formalization I Evidence I Search | Refinement

4 ssess whether John Doe is a potential PhD advisor for Bob
Sharp.

- ~

Is Bob Sharp interested in the area of expertise of John Doe?
Yes, because Bob Sharp is interested in Artificial Intelligence
which is the area of expertise of John Doe.

d.

EI Assess whether John Doe is a potential PhD adwizor for Bob
Sharp in Artificial Intelligence.

~/

¢ Is John Doe likely to stay on the faculty of George Idason

El University for the duration of Bob Sharp 's dissertation?
Yes, because John Doe has a tenured position which is a
long term position.

~ Assess whether John Doe would be a good PhD advisor for

"N

/

Decomposition Example Refinement

[ Maodify Explanations ” Correct Reduction ][ Incorrect Reduction ]

Refinement Wizards

[ Continue Learning ][ Correct SubTree Wizard ][ Analyze SubTree Wizard ]

[ Similar Case Wizard l

1. Disciple has learned a
rule and has applied it
to generate this step.

Bob Sharp in Artificial Intelligence.

_. Which is a PhD advisor quality criterion?
professional reputation

., Which is a PhD advisor qualty criterion?
students learning experience

-

(" 2. Click on “Decomposition/Reduction Rule” to
see the learned rule (this button is visible
when a question/answer node is selected in

~

the Reasoning Hierarchy panel).

QA [] Ontology Specs Explanations Defaulk Explanations Viewsr

Decomposition Rule
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2. Click on “x” to close the window \ = é

repository|PAD-cwy-071005-ol| CS580 l 1. Learned rUIe

Mixed-Initiative Reasoner %] | \
Reasoning ty\ %ductlon - ' Reasoning mode: Reflnement ¥ | Plausibility: cuw \ /
: Reasoning Hierarchy | Reasoning Step | T . LV =I = S % |1allzatlon I Evidence I 5earch| Refinement
[£| Rule Viewer ._. t
o A ssess whether John Doeisap efinement
D[ Incorreck Reduction ]

Sharp DECOMPOSITION EULE DDE.00000 FORMAL DESCRIPTION =
rds
D[ Analyze SubTree Wizard ]

| 1s Bob Sharp interested in thi | | y. Assess whether 7017 is a potential PhD advisar for 702,
£+ Yes, because Bob Sharp is it

which is the area of expertis Q: |Is 702 interested in the area of expertise of 2077 d |

Assess whether John Da A: || Yes, because 702 is interested in 703 which is the area of expertise of 701
Sharp in Artificial Intellig

iy

MAIN CONDITION

. Is John Doe likely to §

El University for the durjs Var Lower Bound Upper Bound
R Juhn Dt 201 |[(PhD adwisor, associate professor ) (person )
long term position.

: 202 (PhD student ) (persomn )
g Assess whether Jo
Bob Sharp in Artif 2073 {computer science ) (PhD research area )
- Which is a Phll Var Relationship | Var
 professional rg 702 |is interested in | 203
_. Which is a Phll 201 | is expertin || 703
students learnid

THEN: || Assess whether 707 is a potential PhD adwisor for 702 in 7073

. Decompasition Rule |
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4
g

Reasoning Hierarchy | Reasoning Step I Graphical Viewer I Repnrt|

i %

| External Solutions I Madeling I Assumption Assistant I Formalization I Evidence I Search | Refinement

4 ssess whether John Doe is a potential PhD advisor for Bob
Sharp.

. | Is Bob Sharp interested in the area of expertise of John Doe?
=+| Yes, because Bob Sharp is interested in Artificial Intelligence
which is the area of expertise of John Doe.

EI Assess whether John Doe is a potential PhD adwizor for Bob
Sharp in Artificial Intelligence.

¢ Is John Doe likely to stay on the faculty of George Idason

El University for the duration of Bob Sharp 's dissertation?
Yes, because John Doe has a tenured position which is a
long term position.

~ Assess whether John Doe would be a good PhD advisor for
Bob Sharp in Artificial Intelligence.
_. Which is a PhD advisor quality criterion?
professional reputation

., Which is a PhD advisor qualty criterion?
students learning experience

Decomposition Example Refinement

[ Maodify Explanations ” Correct Reduction ][ Incorrect Reduction ]

Refinement Wizards

[ Continue Learning ][ Correct SubTree Wizard ][ Analyze SubTree Wizard ]

[ Similar Case Wizard l

Click on
“Continue Learning”

Decompasition Rule |
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Reasoning type: :Reduction v: Reasoning mode: :Refinement v: Plausibility:: :Inw

-

4
g

Sharp.

=

~ Assess whether John Doe would be a good PhD advisor for

Reasoning Hierarchy | Reasoning Step I Graphical Viewer I Repnrt| ‘| External Solutions I Madeling I Assumption Assistant| Formalization | Evidence I Search I Refinement
Assess whether John Doe is a potential PhD advisor for Bob Decomposition operations.
. Is Bob Sharp interested in the area of expertise of John Doe?
=+ Yes, because Bob Sharp is interested in Artificial Intelligence
which is the area of expertise of John Doe. o
2. Click on
Assess whether John Doe is a potential PhD adwizor for Bob T . [T
Sharp in Artificial Intelligence. Start Learn I ng
Is John Doe likely to stay on the faculty of George Mason
University for the duration of Bob Sharp 's dissertation?
Yes, because John Doe has a tenured position whichisa N
long term position. x\

Bob Sharp in Artificial Intelligence.

_. Which is a PhD advisor quality criterion?
professional reputation

., Which is a PhD advisor qualty criterion?
students learning experience

NS

1. The next modeling node
of the reasoning tree is
selected

Global learning operations.

Learn All From Rook
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Reasoning type: :Reduction - Reasoning mode: :Refinement - Plausibility:: :Inw v:
[:| Reasoning Hierarchy |“| External Solutions | Madeling | Assumption Assistant I Formalization I Evidence I 5&arch| Refinement
Reasaning Step | Graphical Viewer I Repark | " . ..
Explain Decomposition Example

Elements to search for

1. Select a relevant =
piece of explanation |-

John Doe

tenured position

George Mason Universiky
Artificial Intelligence

Bob Sharp

fi

[ 2. Click on “Accept” | Search

CQuestion \

I/

.

Possible explanations

s John Doe likely to stay on the faculty of

izeorge Mason University <—has as employer— John Doe —has as position—2 kenured position is long term position [

Accepk

George MMason University for the duration of Bob
Sharp 's dissertation?

Answer

Yes, because John Doe has a tenured position
which is a long term position.

Explanations
Remove

tenured position =<—has as position— John Doe —has as employer—= George Mason University
John Doe —has as position—2 kenured position is lang term position

kenured position is long term position

John Doe —has as position—> tenured position

John Doe —has as employer—2= George Mason Universiky

tenured position <<—has as position— Bridget Jones —has as employer—= George Mason University
tenured position <=—has as position— Jane Austin —has as employer—2 George Mason University
tenured position <<—has as position— Dan Smith —has as employer—= Gearge Mason University
tenured position <<—has as position— Dan Smith —plans ko retire From—2> George Mason Universiky

Edit Graphically

See Maore

Create New...

Edit Expression

Graphic exploration

Sub-task

Assess whether John Doe would be a good
PhD adwisor for Bob Sharp in Artificial
Intelligence.

=

-

= -

George Mason University <=

Accept

Back ko Results

John Doe— — — -has as position- Z=tenured position

3. Click on Finish because no other
explanation pieces are needed.

N

Results Mode

options
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Reasoning Hierarchy | Reasoning Step I Graphical Viewer I Repnrt|

| External Solutions I Madeling I Assumption Assistant I Formalization I Evidence I Search | Refinement

i %

4 ssess whether John Doe is a potential PhD advisor for Bob
Sharp.

Decomposition Example Refinement

[ Maodify Explanations ” Correct Reduction ][ Incorrect Reduction ]

. Is Bob Sharp interested in the area of expertise of John Doe?
=+ Yes, because Bob Sharp is interested in Artificial Intelligence

which is the area of expertise of John Doe.

=

 Assess whether John Doe is a potential PhD advisor for Bob

Refinement Wizards

[ Continue Learning ][ Correct SubTree Wizard ][ Analyze SubTree Wizard ]

[ Similar Case Wizard l

Sharp in Artificial Intelligence.

long term position.

Is John Doe likely to stay on the faculty of George Mason /r 1. DiSCipIe haS Iearned d

University for the duration of Bob Sharp 's dissertation? >_
Yes, because John Doe has a tenured position which is a

rule and has applied it to

~ Assess whether John Doe would be a good PhD advisor for

Bob Sharp in Artificial Intelligence.

_. Which is a PhD advisor quality criterion?
professional reputation

., Which is a PhD advisor qualty criterion?
students learning experience

generate this step.

J

(2. Click on “Decomposition Rule” to see the
learned rule (this button is visible when a
question/answer node is selected in the

~

\_ Reasoning Hierarchy panel).

Decomposition Rule
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;}rstem Ontology Rules Scenario Reasoning 1. Learned ru,e
\

2. Click on “x” to close the window

\

(£ Rule Viewer

\/

S

4
g

Reasoning Hierarchy Reasoning

4 ssess whether John Dog

= Sharp.

. 1s Bob Sharp interestd
= Yes, because Bob Sha
which is the area of &

EI Assess whether Jo
Sharp in Artificial

Is John Doe lilg
| University for §
Yes, because J
long term posid

i Assess whe

Bob Sharp 1

. Which is
professig

Which i
(-
students

DECOMPOSITION RULE DDE.0O0001 FORMAL DESCRIFTION

h I Evidence I Search | Refinement

nenk

IF:  ||Assess whether 201 is a potential PhD advisor for 202 in 703, fncorrect Reduction |
Q: ||Is 701 likkely to stay on the faculty of 704 for the duration of 702 's dissertation? | | pnalyze SubTree Wizard ]
A: || Ves, because 701 has 705 which 15 a long term position.
MAIN CONDITION
Var Lower Bound Upper Bound
201 || (PhD adwisor, associate professor ) (person )
J02 (PhD student ) {agent )
203 (computer science ) (research area )
204 (university ) {employer )
f05 (long term position (long term position
Var Relationship |Var
701 ||has as employer || 704
201 || has as position | 705
THEN: |Assess whether 707 would be a good PhD advisor for 702 in 703,
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Reasoning type: :Reduction v: Reasoning mode: :Mndeling v: Plausibility:: :medium v:

| Glnssary| TOC | Reasoning Hierarchy | Reasaoning Step | Graphical Viewer I Repnrt| :| External Solutions | Assumption Assistant | Modeling
: Refinement | Farmalizatian | Evidence I Search
Assess whether John Doeisa Mssess whether John Doe would be a good PhD
potential PhD advisor for Bob Sharp | || = hdvisor for Bob Sharp with respect to citations in Refinement Wizards
EI prnfessinn:al reputaﬁnn publications. [ Cantinue Learning ] Carrect SubTree Wizard
H . Analyze ree Wizard Similar Case Wizard
= reputation among peers El What lind of criterion is citations in publications?
EI research contributions citation type criterion
citations in publications EI Assess how cited John Doe is. 2' CI I Ck on
- readings in courses i i I &
o What publication cites John Dog? \ Contlnue Learnlng
+research publications & | Rice 2007, because it cites Doe 2000 which is
- research memberships authored by John Doe.
: N

- quality of PhD dissertations

- John Doe s cited in Rice 2007.
- regearch group status
- expertise level \

ﬁ;ﬁh funfd:lg — 1. Browse the tree and select the
repu o1 o orimetr s (=i " "

_____ susport for students next modeling (question/answer)

- students learning experience node to learn a rule from the

e \corresponding reasoning step./

personality and compatibility

with student
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20

Reasoning type: :Reduction v: Reasoning mode: :Mndeling

v: Plausibility:: :medium v:

| Glossary| ToC |

Reasoning Hierarchy | Reasoning Step | Graphical Viewer I Repnrt|

Assess whether John Doeisa
potential PhD adwvisor for Bob Sharp

=B professional reputation
=8 reputation among peers

EI research contributions

citations in publications

- readings i courses

= research memberships
- quality of PhD dissertations
- regearch group status

- expertise level

- research funding

- reputation of former students
""" support for students

- students learning experience

----- responsiveness to students

----- quality of student results

personality and compatibility
with student

M ssess whether John Doe would be a good PhD
= fadwvisor for Bob Sharp with respect to citations in

publications.

. What kind of criterion is citations in publications?
citation type criterion

EI Assess how cited John Doe is.

d

What publication cites John Dog?
Rice 2007, because it cites Doe 2000 which is
authored by John Doe.

- John Doe s cited in Rice 2007.

4
r

External Soluti ion Assiskant |Modeling

Farmalization Evidence

Search

Decomposition operations.

Stark Learning

2. Click on
“Start Learning”

Global learning operations.

Learn All From Root
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repasitory| PAD-cwy-071107-\CS580

Mixed-Initiative Reasoner %] |
Reasoning type: :Reduction - Reasoning mode: :Mndeling - Plausibility:: :Inw -
| Glnssary| TOC | :| R.easoning o inaShan — L \I: External Solutions | Assumption Assistant | Modeling
i Farmalization I Search I Evidence | Refinement
Assess whether John Doe s a 1. Select the relevant
potential PhD adwisor for Bob Sharp . . Explain Decomposition Example
|_:_| professional reputation Task plece Of eXpIanatlon Elements ko search for
& _ Assess hin Doe 2000 ‘
- reputation among peers | John Dos [ 2. CI’Ck on “Acce ptu T
- research contributions Question cLini)
L - What publication cites John Dog? \\{ Passible Explanal:innN
citations in publications Answer Rice 2007 —cites—> Doe 2000 —has 25 sUthor—2 John Doe £
. - readings in courses Rice 2007, because it cites Doe 2000 which is Rice 2007 —cites—:= Doe 2000 R
o authored by John Doe. Doe 2000 —has as author—>= John Doe
- research publications Rice 2007 is publication
" research memberships Explanations Rice 2007 —haI:I as author—> Amanda Rice
) ) ] Remove Doe 2000 is publication M
- quality of PhD dissertations 4 b Rice 2007 is journal article
. Rice 2007 is article
research group status Elementary Salution 3] Pearce and Doe 2006 —has as author—2 John Doe
- expertise level Tohn Doeis cited in Rice 2007 Pearce and Doe 2005 —has as author—> John Doe
- research funding = : Graphic exploration
Accept
- reputation of former students —err——
---- support for students Rie EUUE: = - ~etes - == =~ —floe 2000 [ Seelext |
L ubbor
- students learning experience
----- responsiveness to students 3. Click on Finish because no other explanation
""" uality of student result 7 /
quallty of student resuls pieces are needed for this example.
_____ personality and compatibility
with student N
1 m NG F | Resuls Mode
QA [] Ontalagy Specs Explanations Cancel
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repasitory| PAD-cwy-071107-\CS580

Mixed-Initiative Reasoner %] |

N

2. The rule may be refined by indicating which of the
generated reductions are correct or incorrect or by

modifying the explanation.

Reasoning type: :Reduction v: Reasoning mode: :Mndeling v: Plausibility:: :Inw \

/

| Glossary| ToC | :

Reasoning Hierarchy | Reasoning Step I Graphical Viewer I Repnrt|

Assess whether Johh Doeisa
potential PhD adwvisor for Bob

Sharp
=8 professional reputation
= reputation among peers

El research contributions

citations in publication:

readings in courses

------ resgarch publications

- research memb erships

. quality of PhD
dissertations

m

- research group status
- expertise level
- research funding

~ reputation of former
students

----- support for students

- students learning
expetience

----- responsiveness to students

----- quality of student results -

1| 1 [k

CIfation type criterion

EI Assess how cited John Doe is.

What publication cites John Dog?

| Bice 2007, because it cites Doe 2000

which iz authored by John Doe.

John Doe is cited in Rice 2007.

What publication cites John Dog?

- Pearce 2007, because it cites Pearce and
Doe 2006 which is authored by John Doe.

John Doe is cited in Pearce 2007.

What publication cites John Dog?

- Pearce 2007, because it cites Pearce and
Doe 2005 which is authored by John Doe.

John Doe is cited in Pearce 2007.

What publication cites John Dog?

- Hall 2004, because it cites Doe and Hall

2002 which is authored by John Doe.

John Doe 15 cited i Hall 2004.

What publication cites John Dog?

- Pearce 2007, because it cites Doe and

Hall 2002 which is authored by John Doe.

\

m

e

/

\ Assiskant
5% vidence

DecnmpnsitinMple Refinement

[ Muodify Explanations ][ Correct Reduction ][ Incarrect Reduction ]

External Solutions
Farmalization

Refinement

Refinement Wizards

[ Continue Learning ][ Correct SubTree Wizard ]

[ Analyze SubTres Wizard ][ Similar Case Wizard ]

N
1. Disciple has learned a rule

and has applied it to
generate all these steps. ,

Decomposition Rule
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repasitory| PAD-cwy-071107-\CS580

Mixed-Initiative Reasoner %] |

Reasoning type: :Reduction - Reasoning mode: :Mndeling - Plausibility:: :Inw -
Glossary | TOC 4 Reasoning Hierarchy | Reasoning Step | Graphical Viewer | Repart 4 External Solutions | Assumption Assistant | Modeling
4 b )
i N Formalization I Search I Evidence | Refinemant
Assess whether John Doeisa = Assess whether John Doe would be a good
potential PhD advisar for Bob - [PHD advisor for Bob Sharp with respect to Refinement Wizards
Sharp readings in courses. [ Continue kaarning ] Correct SubTree Wizard

Analyze e Wizard Similar Case Wizard

& p:rnfessmnal reputation What land of criterion is readings in

= reputation atnong peers El courses?

& research contributions reading type criterion

2. Click on “Continue
f:n L G- Asscas how many courscs us pucatins Learning” and then click on
----- eadings i courses | a 0cas rea 5. i . .
""" research publications Which is a course that uses a publication by Start Learnlng on the
- regearch memberships E} John Doe as reading matenal"‘ | \ fo”ow.on screen. /
quatity of PhD U-Montreal-CS5781, because it uses Doe “\
B e 2000 which is a publication by John Doe. k \
- research group status _____ U-Iontreal-C5781 uses a publication by
 expertise evel John Doe as reference material 1. Browse the tree and select the
+ rescarch funding next modeling (question/answer)
reputation of former

* students node to learn a rule from the
----- support for students corresponding reasoning step.

. Students leamning /

expetience

m

N\

----- responsiveness to students

----- quality of student results -

1| 1 |

4 1 |k
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repasitory| PAD-cwy-071107-\CS580

Mixed-Initiative Reasoner %] |

-

HEEO

Reasoning type: :Reduction v: Reasoning mode: :Mndeling

- Plausibility:: :Inw -

| Glossary| ToC |

h N

Graphical Viewer |

Report | A| External Solutions | Assurnpkion Assistant I Madzling I Formalization I search I E\ridence| Refinement L

Assess whether Johh Doeisa
potential PhD adwvisor for Bob

Sharp
=8 professional reputation
= reputation among peers

El research contributions

citations in publication:

----- ch':adjngs in courses

~-research publications

- research memb erships

quality of FhD
dissertations

- research group status
- expertise level
- research funding

~ reputation of former
students

----- support for students

- students learning experience

----- responsiveness to students

----- guality of student results

personality and compatibility
1| 1 |

m

1. Select the relevant
piece of explanation s

AssEss NOW many Courses usé\
publications by John Doe as readings.

Question

Which is a course that uses a
publication by John Doe as reading
material?

Answer

U-Montreal-C5781, because it uses
Doe 2000 which is a publication by
John Doe.

Explanations
Remove
4 3

]

Elementary Saolukion

Explain Decomposition Example

Elements to search for

real-C3781
ohn Doe

N\

[ 2. Click on “Accept”

Possible explanations

—~

Search

Graphic Search

M «—has as author— Doe 2000 <—has as reading— U-Montreal-C5781 is :'[\ Accept

1)-Montreal-C5781 —has as reading—: Doe 2000 —has as author—> John Dos

IJ-Monkreal-C5781 —has as reading—>= Doe 2000 is publication

Doe 2000 <—has as reading— U-Maontreal-C5781 is course

I-Monkreal-C5781 —has as reading—:= Doe 2000

John Doe <—has as author— Doe 2000 is publication

I-Monkreal-C5781 is course

Doe 2000 is publication

Doe 2000 —has as author—>= John Doe -
1| 1 3

m

Graphic exploration

Edit Graphically

See Maore
Create New...

Edit Expression

I-Montreal-C5781 — —has as reading — - Dos 2000 ~ —has as author -

Accept
Back ko Results

See Mext

U-Iontreal-C373
publication by Jo
reference material.

3. Click on Finish because no other explanation

pieces are needed for this example.

options

—_—

Results Mode
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repasitory| PAD-cwy-071107-\CS580

Mixed-Initiative Reasoner %] |

Reasoning type: :Reduction v: Reasoning mode: :Mndeling

N

2. The rule may be refined by indicating which of the
generated reductions are correct or incorrect or by
modifying the expl

anation.

- Plausibility:: :Inw

™

| Glossary| ToC |

4
¢

Reasoning Hierarchy | Reasoning Step I Graphical Viewer I Repnrt|

\l Search | Evidence

AN

Assess whether Johh Doeisa
potential PhD adwvisor for Bob

Sharp
=8 professional reputation
= reputation among peers

El research contributions

P ch':adjngs in courses

~-research publications

. research memberships

- quality of PhD
dissertations

- research group status

- expertise level

~ research funding

~ reputation of former
students

support for students

- students learning experience
----- responsiveness to students
guality of student results

personality and compatibility
1| 1 |

citations in publication:

3

m

- Assess how many courses use publications by John Doe as readings.

Which is a course that uses a publication by John Doe as reading
material?

U-Montreal-CS781, because it uses Doe 2000 which is a publication
by John Doe.

U-Iontreal-CS5781 uses a publication by John Doe as reference
material.

Which is a course that uses a publication by John Doe as reading
material?

Mason-I5A567, because it uses Doe and Black 2005 whichis a
publication by John Doe.

MMason-ISAS67 uses a publication by John Doe as reference material.

Which is a course that uses a publication by John Doe as reading
material?

Mason-C5430, because it uses Doe 2000 which is a publication by
John Dae.

Mlason-C5480 uses a publication by John Doe as reference material

Which is a course that uses a publication by John Doe as reading
material?

Stanford-C3455, because it uses Pearce and Doe 2008 which is a
publication by John Doe.

stanford-CE455 uses a publication by John Doe as reference material

\;sistant I Madeling

-

Refinement

[ Madify Explanations ]

[ Carrect Reduction ]

[ Incarrect Reduckion l

Refinement Wizards

[ Continue Learning ]

m

[ Correct SubTree Wizard ]

[ Analyze SubTree Wizard l

1. Disciple
has learned a
rule and has
applied it to
generate all

these steps.
N PS-)

A [ Decompaosition Rule ]




Rule Learning Summary

B IDiscipie B 1Disciple

System Ontology Rules Scenario Reasoning Salving Tutoring KB Reports Help System Ontology Rules Scenario Reasoning Solving Tutori

3. Look at the context
of the selected node

1. In the Refinement tab

repositary|PAD-cwv-071005-0f|C5580

Mixed-Initiative Reasonet

repository|PAD-cwy-071005-0/|C5580

Mixed-Intistive Reasoner X|

Reasoning type: |Reduction v | Reasoning mode: |Refinement v | Plausbiity: low = Reasoning type?

) Ressoning Hierarchy | Reasoning step | Graphical viewsr [ Report | External Solutions | Modeling | Assumption Assistant | Formalization | Evidence | search | Refinement ) Ressoning Herarchy | Reasoning step [ Graphical iener | Report] External Solutions | Modzlng | Assumption Assistant | Formalization | Evidence | Search | Refinement
. [Fssess Whether Jotm Do is & potentil PHD zdvisor for Bob Decomposition Example Refinement . [issess whether John Do s a potential PHD agvisar for Bob Decomposition operations.
ISharp. [ Modty [ correct Reduction || Incorrect Reduction | ISharp. Start Learning
1s Bub Sharp interested in the area of expertise of John Do Hefn Sment ot Is Bab Sharp interested in the area of expertise of John Doe?

Contiue Learning | Comect Sublree Wizard || Analyze Subres wizard | - Yes, because Bob Sharp is interested in Artificial Inteligence

Similar Case Wizard which is the area of expertise of John Doe.

Assess whether John Doe is a potential PhD advisor for B
Sharp in Artificial Inteligence

£+{ Yes, because Bob Sharp is interested in Artificial Intelligence
which is the area of eapertise of John Doz,

| Assess whether John Doe it a potential PhD advisor for Bob
Sharp in Artificial Intelligence

4. Click on Start
Learning button

Is John Dae bikely to stay on the faculty of George Mason
University for the duration of Bob Sharp ‘s dissertation?
‘Yes, because John Doz has a tenured position which is @
long term position.

1s John Doe likely to stay on the faculty of George Mason
Usiversity for the duration of Bob Sharp 's dissertation”

Yes, because John Dos has a tenured position which is a
long term position

Assess whether John Doe would be a good PhD advisor for

2. Click on Continue Learning button © 5ot Starpn Arific Ineligence

Which is a PhD advisor quality criterion?
‘professional reputation

é Assess whether John Doe would be a good
Bob Sharp in Artificial Intelligence.

Which is a PhD advisor quality criterion?

professional reputation

3

Which is a PhD advisor quality criterion?

Which is a PhD advisor quality criterion?
students learning experience

students Jearning experience

Global learning operations.

Le AllFr Root

9. Restart the process as long as the
button Continue Learning is active

System Ontology Rules Scenario Reasoning Solving Tutaring KB Reports Help (33

" 5. Sel h I i i hat b
FEop— . Select the explanation piece that best
Reasoring type: [Reshction )] Reasoring mode: [Refigementus,] Plasibity: [lonums represents part of the question lanswer pair.
M
Reasoning Heerarch: | 4] Extemal solutions | Madeiing | Assumption Assistant [ Farmalization | Evidence [ Search | Refinement
Reasoning Step Graphical Viewer Report R L
Esplain Decomposition Example O DR e T \ o tor
@ Default Viewsr () Advanced Viewsr Elements to search for s a [ohn Doe Sewch
John Doe Search =t pEs e Graphie h
Task || | emscd pestin ‘ Assess whether John Doe is a potential PED advisor || |/george Mason Uriversiy =
Assess whether John Doe is 2 potential PhD advisor | | |{george Mason University = for Bob Sharp in Artificial Intelligence Artficial Tntelligence
for Bob Sharp in Artificial Intelligence. Artificial Inteligence Bab Sharp
Bob Sharp Question \“ Possible i
Question Possible Is John Doe likely to stay on the faculty of {George Mason University <—1as 55 sitployer— John Doe —has 25 posiion—3 tenured position is long kerm position 2 Accept
Is John Do licely to stay on the faculty of Gear g Mison Univeraty <o 5 oy er— b Boe —hes 35 postion—> teniyed poation i ong erm postion | dccest ] George Mason Usiversity for the duration of Bob | | | kerured postion <—has o5 postion—John Dae —has 25 cmployer—> George Mason Universty 3 Graphicaly
George Mason University for the duration of Bob | | | kenured postion <—has as pasiian— John Dos —has 25 employer—3 George Mason Liniversity F o Graphicaly Sharp 's dissertation? John Doe —has 25 position—3» tenured position is lang term postion
Sharp 's dissertation? [10hn Doe —has as postion— tenured postion is long term position Answer fenured postion is lang term position
e erured postion s ong term posiion Yes, because John Dae has & tenured position Pohn Do —has 25 postion— tenured position
hn Doe —has 25 postion—3 tenured postion . ot Do —has as employer—> George Mason Universky EatExpression
Yes, because John Doe has a tenured position which is a long term position. tenured \
ohn Doe —has as employer—s George Mason Uriversty e P
which is a long term position. kenured position <—hs a5 position— Bridget: Jones —has as employer—3> George Mason Uriversity o — tenured p .
ltenured position <—has as position— Jane Austin —has as employer—> George Mason Urniversity P 5 tenured p 6 CI 1C k on AC C ept b u tto n
Explanations tenured position <—has a5 position—Dan Smith —has 2 employer—> Gearge Mason Uriversity + T fenured p .
& lkenured position <—hss as pasition— Dan Smith —plans to retire from—> George Mason University
‘ v
Graphic exploration Sub-task 5] pt
Subetask Assess whether John Doe would be 2 good Tobn Boek = = +hss 55 postion: Sohenursd postion] | =
Assess wheths 8 C“Ck on the F|n|sh button to end D PHD advisor for Bab Sharp in Artificial s ermployer =~ s as postion =27
See Next c £ - .7
PhD advisor ff 0 [miegEnce George Mason U ployer - Bridget Jones|  has as position
e explanation selection and learn the rule : =
J 7. Repeat steps 5 and 6 to accept all
‘ ] enieroe the needed explanation pieces.
= options
options

© 2008, Learning Agents Center
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Hands On: Rule Learning

Install the system from:
http://129.174.113.212/wba/|disciplesetup-v2008.11a-WBA.exe

Load the “PAD-m20\CS681” scenario KB.

Reasoning bype: Reduction Reasoning mode: .Mndeling - Flausibility: medium w |

Reasoning Hierarchy | Graphical Viewer I Report I Reasoning Stepl

- students learning experience
----- responsiveness to students

= quality of student results

- pdvisor placement rec Drd|

- doctoral study duration

- publications with advisor

- student presentations

personality and compatibility with

student

Assess whether John Doe would be a good PhD advizor for

|E|..
Bob Sharp with respect to advisor placement record.

B What land of criterion 15 adwvisor placement record?
placement type criterion

- Assess the student placement of Johh Doe.

Who 15 a graduated PhD student of John Doe?

Adamm Peatce whose PhD dissertation 1s Pearce 2007.

B- Assess the reputation of the employer of Adam Pearce.

What 15 the reputation of the emplover of Adam Pearce?

=t Adam Pearce 15 employed by Google who has the highest

reputation.

- The reputation of the employer of Adam Pearce 1s lughest.

ik |

M|:-:ed Initiative Reasoner _|

Glnssary TOC

Assess whether John Doeisa
potential PhDD advisor for Bob Sharp
- professional reputation

71



Overview

=
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Introduction
Multistartegy Rule Learning
Strategies for Explanation Generation
Demo and Hands-on
Explanations with Comparisons

Explanations with Functions

Reading



Explanations with Comparisons

& Disciple e 5 e |

System Ontology Rules Scenario Reasoning KE Reports Help [k"?

repositorylMath|Mumbers - @ @

Mixed-Initiative Reasoner il ‘

Reasoning bype: :Reduction v: Reasoning mode: :Learning v: Plausibility: :medium v:

b Y

| Reasoning Hierarchy | Reasoning Step | Repark I Graphical Viewer : Learning | Refinement I Assessment Assistant | Madelinag |

External Solutions | Search I Evidence | Farmalization

(@ Default Viewer () Advanced Viewer

Reduction operation

Prablem &3] Skart Learning

Determine whether Mike can afford ko buy a Toyata Coralla

Question

Does Mike have enough funds to buy a Toyota Corolla?

Answer

‘fes, Mike has 15750.35 dollars and a Toyota Corolla costs 12500.5 dollars.

Elementary Salukion (1) |E|
Conclude that Milee can afford to buy a Toyaka Coralla

An example with an explanation that requires a
comparison between two numbers

Global learning operation

- Learn All From Roat
options

© 2008, Learning Agents Center
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repositorylMath|Mumbers

Mixed-Initiative Reasoner il ‘

Reasoning bype: :Reduction v: Reasoning mode: :Learning v: Plausibility: :medium v:

[:l Reasoning Hierarchy | Reasoning Step | Repark I Graphical Viewer : Learning | Refinement I Assessment Assistant | Madelinag |
External Solutions | Search I Evidence | Formalization
(@ Default Viewer () Advanced Viewer
Reduction operation

E Stark Learning

Problem
Determine whether Mike can afford ko buy a Toyata Coralla

Question
Does Mike have enough funds to buy a Toyota Corolla?

Answer
Yes, Mike has [EEEES | dollars and a Toyota Corclla costs 12500.5 dollars,

buy a Toyoka Caraolla

Select the number in the text editor and
right click over the selection

Global learning operation

Learn All From Roat

options

© 2008, Learning Agents Center
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System Ontology Rules Scenario Reasoning KE Reports Help

repository|Math|Mumbers

Mixed-Initiskive Reasoner ﬂ |

ko
A REEO

Reasoning type: :Reduction v: Reasoning mode: :Learning

v: Plausibility: :medium v:

| Reasaning Hierarchy| Reasoning Step | Repart I Graphical Viewer

(@ Default Viewer () Advanced Viewer

Prablem
Determine whether Mike can afford to buy a Toyota Carolla

Question
Does Mike have enough funds to buy a Toyoka Coralla?
Answer
Yes, Mike has [IEREIIFE Anllove smd = Tavnba Favalla cack=49800,5 dollars,
Mew
Elementary Salub
Conclude that il New Instance y
Mew Concept J
Mew Feature k

Create String Constant
Create Number Constant

Open With ]

Select “Create Number Constant”
from the popup menu

Learning I Refinement

| Assessment Assiskank

| Madeling |

9

External Solutions

Search I Evidence

options

Reduction operation

Skart Learning

Global learning operation

Learn All From Rook

Formalization

© 2008, Learning Agents Center
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- HEEOO

repositorylMath|Mumbers

Mixed-Initiative Reasoner il ‘

Reasoning bype: :Reduction v: Reasoning mode: :Learning v: Plausibility: :medium v:

b Y

| Reasoning Hierarchy | Reasoning Step | Repork I Graphical 'u"lewerl : Learning |

Refinement I Assessment Assistant | Madelinag |
External Solutions | Search I Evidence | Formalization

(@ Default Viewer () Advanced Viewer

rd eduction operation

Frobem Repeat the same procedure

Determine whether Mike can afford ko buy a Toyata Coralla

— for the other numbers

Does Mike have enough funds to buy a Toyota Corolla?

Answer
‘fes, Mike has 15750.25 dollars and a Toyota Corolla costs 12500.5 dollars.

Elementary

Conclude & ko buy a Toyaoka Coralla

This is now recognized by
Disciple as being a number

Global learning operation

- Learn All From Roat
options

© 2008, Learning Agents Center
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System Ontology Rules Scenario Reasoning KE Reports Help

repositorylMath|Mumbers

Mixed-Initiative Reasoner il ‘

Reasoning bype: :Reduction v: Reasoning mode: :Learning v: Plausibility: :medium v:

| Reasoning Hierarchy | Reasoning Step | Repark I Graphical Viewer : Learning | Refinement I Assessment Assistant | Madelinag |
External Solutions | Search I Evidence | Formalization !

b Y

(@ Default Viewer () Advanced Viewer
Reduction operation

E Stark Learning

Problem
Determine whether Mike can afford ko buy a Toyata Coralla

Question
Does Mike have enough funds to buy a Toyota Corolla?

After all numbers are
correctly identified, start
the learning process

Answer
‘es, Mike has 15750.25 dollars and a Toyota Corolla costs 12500.5 dollars.

Elementary Salukion (1) |E|
Conclude that Milee can afford to buy a Toyaka Coralla

Global learning operation

Learn All From Roat

options

© 2008, Learning Agents Center
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HiH

repositorylMath|Mumbers

Mixed-Initiative Reasoner il ‘

- HEEOO

Reasoning type: :Reduction v: Reasoning mode: :Learning

v: Plausibility: :medium v:

Yes, MWilee has 15750 35 dollars and a Toyota Corolla costs |
Explanations

4

Elemantary Solution

Conclude that Milce can afford to buy a Toyota Corolla

125005 dollars.

Mike —has as funds—>= 15750.35
Tayota Carolla —has as cost—= 12500.5

[:l Reasoning Hierarchy | Reasoning Step | Repark I Graphical Viewer : External Salutions | Search | Evidence | Farmalization
Learning Refinemant | Assessment Assistank Maodeling
(@ Default Viewer () Advanced Viewer
Explain Reduction
Problem (3] Elements to search for
Determine whether Milke can afford to buy a Toyota Corolla 12500.5
- Mikee Graphic Search
Question Toyoka Coralla
Does Mike have enough funds to buy a Toyota Corolla? 15750.35
Answer Possible lanations
35 Accept

Edit Graphically

The value is specifically 12500.5
The value is specifically 1575025

Mikee is person
TDYD'V/\

Remave

Edit Expression

Accept the relevant explanations that link the
numbers with other ontology elements

ulks

4 n |

-

Results Mode

Cancel

options

© 2008, Learning Agents Center
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HiH

repositorylMath|Mumbers

Mixed-Initiative Reasoner il ‘

- HEEOO

Reasoning type: :Reduction v: Reasoning mode: :Learning

v: Plausibility: :medium v:

| Reasoning Hierarchy | Reasoning Step | Repork I Graphical Viewer

b Y

(@ Default Viewer () Advanced Viewer

Prablem
Determine whether Mike can afford to buy a Toyota Corolla

Question
Does Mike have enough funds to buy a Toyota Corolla?

Answer

Explanations

Mike —has as funds—2 15750.35

Tayota Carolla —has as cost—>= 12500.5
4

Elemantary Solution

Conclude that Milce can afford to buy a Toyota Corolla

Yes, MWilee has 15750 35 dollars and a Toyota Corolla costs |

25005 dollars.

External Salutions | Search | Evidence | Farmalization
Learning Refinemant | Assessment Assistank Maodeling
Explain Reduction
Elements to search for
Mike Graphic Search
Tayota Carolla
15750.35

Possible explanations

The value is specifically 1
The value is specifically 1

Mile is person
“ | Remove Toyota Caorolla is car
':‘

Graphic ylp-/

Click on “Create New...” to define the
explanation that compares the two numbers

Accept
Edit Graphically

Edit Expression

sLlks

4

I

-

Results Mode

options

Cancel

© 2008, Learning Agents Center
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Mixed-Initiative Reasoner 5' ‘

A

Systern Ontology Rules Scenario Reasoning KB Reports Help

Reasoning bype: :Reduction v: Reasoning mode: :Learning v: Plausibility: :medium v:

[ﬂl Reasoning Hierarchyl Reasoning Step | Repart | Graphical 'u"lewerl

4 | External Solutions I search | Evidence | Formalizakion
. N I .

|"I D=Fi

N\ | Maodeling

i@ Defau

—— [ In the “Create explanation” dialog, type the numbers in
Determine whether Mike can a the left and, respectively, right editors. Searh
Qs Type the comparison operator in the middle editor. e

Does Mikee have enough fun -/

Answer Possible explanations

Yes, Mike has 15750 35 dollars and a Toyota Corolla costs™ The value is specifically 12500.5 Accept
The value is specifically 1575035 Edit Graphically

Explanations L Mike is persaon m
Mike —has 2= funds—2 15750, | £| Create explanation ﬁ
Toyota Corolla —has as cost—> 12500

1 | | Enter the explanation below: Edit Expression

Elementary Solukion 15750.35 = 2500.5

Accept

Conclude that Mike can affur_ti

Back to Results

The following comparison

operators can be used:
> <, <= >=and =

-

Results Made

i l Ok ] [ Cancel ]

© 2008, Learning Agents Center | CIiCk “OK” Wh en done-
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repositorylMath|Mumbers

Mixed-Initiative Reasoner il ‘

- HEEOO

Reasoning type: :Reduction v: Reasoning mode: :Learning

v: Plausibility: :medium v:

Mike —has as funds—2 15750.35
Tayoka Carolla —has as cost—>= 12500.5

-~

39 > 12500.5

Elemantary Solution

Conclude that Milce can afford to buy a Toyota Corolla

4 F

Remave

options

[:l Reasoning Hierarchy | Reasoning Step | Repark I Graphical Viewer : External Salutions | Search | Evidence | Farmalization
Learning Refinemant | Assessment Assistank Maodeling
(@ Default Viewer () Advanced Viewer
Explain Reduction
Problem E Elements to search for
Determine whether Mike can afford to buy a Toyota Corolla 125005
- Mike Graphic Search
Question Toyoka Coralla
Does H 15750.35
Answer The new explanat’on Was Possible explanations
Yes, H d dollars. The value is specifically 12 Accept
aUtomat’caIIy accepte . The value is spedifically 15750.35 Edit Graphically
Explanations Mile is person

Toyota Caorolla is car

Edit Expression

Graphic exploration

Accepk
Back to Results

or
(23]
[43]
[43]
T

4

-

L) | Results Mode

Cancel

© 2008, Learning Agents Center

Click “Finish” when done.
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repositorylMath|Mumbers

Mixed-Initiative Reasonear 5[ ‘

- BHEEHO

[ Reasoning Hierarchy | Reasaning Skep | Repark | Graphical 'l.ﬁewerl

|£| Rule Viewer

Reasoning type: Reduction v Reasoning mode: |Learning.. v | Plausibiiy: \medium v.|

S5

I Formalizakion

B l]:)etermjne whether Ilike can afford to buy a Toyota Curnﬂal

125005 dollars.

. | Does Mike have enough funds to buy a Toyota Corolla?
=+ Yes, Mike has 1575035 dollars and a Toyota Corolla costs

- Conclude that Mike can afford to buy Toyota Corolla

REDUCTION RULE DDR.00000 FORMAL DESCRIPTION

IF: Determine whether 70 can afford to buy a 702

Q:

Does 701 have enough funds to buy 2027

Madeling

ack Reduction

2 SubTree Wizard

A

Yes, 700 has NI dollars and 702 costs N2 dollars.

MAIN CONDITION

Var Lower Bound Upper Bound
NI [|[15750.35, 15750.35] || [0.0, +infinity)
N2 [12500.5, 12500.5] || (0.0, +infinity)
701 (person ) (person )
202 (car) (car )
Disciple learned a rule Var |Relatonshp |Vor
. 201 || has as funds | ?NI
with a general — o
comparison explanation - P

THEN: | Conclude that 727 can afford to buya 702

© 2008, Learning Agents Center
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Introduction
Multistartegy Rule Learning
Strategies for Explanation Generation
Demo and Hands-on
Explanations with Comparisons

Explanations with Functions

Reading



Explanations with functions

& Disciple e et |

System Ontology Rules Scenario Reasoning KE Reports Help [k"?

repositorylMath|Mumbers - @ @

Mixed-Initiative Reasoner il ‘

Reasoning bype: :Reduction v: Reasoning mode: :Learning v: Plausibility: :medium v:

b Y

easoning Hierarchy i raphical Viewer | Repar ssessmenk Assistanl 2arc efinemen vidence odeli
Reasoning Hierarchy | Reasoning Step | Graphical Vi Report : A t Assistant | Search | Ref t | Evid | Modeling
External Solutions | Learning | Formalization

@ Default Viewer () Advanced Viewer

Reduction operation

Prablem Start Learning

Determine the net price of a Pentax K110 Kit from Circuit City when bought at a retail store
in Virginia

Question
Haow is the net price determined?

Answer

By adding the tax amount to the marked price of a Pentax K110 Kik from Circuit Ciky,
which is 427.2 dallars.

Elementary Solukion (1) E 2. The marked price WaS defined in the
The net price of a Pentax K110 Kit Fram Circuit City when bought at a retail stare "

i Vrgniais 42,1 dotars, ontology, but the net price was
computed outside Disciple and entered

as a number in modeling.

1. An example that requires a
numeric computation.

Global learning operation

Learn All From Rook

options

© 2008, Learning Agents Center
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Mixed-Initiative Reasoner il ‘

Reasoning bype: :Reduction v: Reasoning mode: :Learning v: Plausibility: :medium v:

easoning Hierarchy i raphical Viewer | Repar ssessmenk Assistanl 2arc efinemen vidence odeli
Reasoning Hierarchy | Reasoning Step | Graphical Vi Report : A t Assistant | Search | Ref t | Evid | Modeling
External Solutions | Learning | Formalization

b Y

@ Default Viewer () Advanced Viewer
Reduction operation

Prablem Start Learning

Determine the net price of a Pentax K110 Kit from Circuit City when bought at a retail store
in Virginia

Question
Haow is the net price determined? \
Answer

By adding the tax amaount ko the marked price of a Penkax K110 Kit fram Circuit Ciky, During Iearning We need to explain how

which is 427.2 dallars.

Flemertary Solton (1) £ the net price was computed such that

The net price of a Pentax K110 Kit Fram Circuit City when bought at a retail stare

n Vrgniais 49,15 dolas, Disciple will be able to automatically do
it in future situations.

- )

Global learning operation

Learn All From Rook

options

© 2008, Learning Agents Center
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Mixed-Initiative Reasoner il ‘

Reasoning bype: :Reduction v: Reasoning mode: :Learning v: Plausibility: :medium v:

[:l Reasoning Hierarchy | Reasoning Step | Graphical Viewer | Reportl : External Solutions I Learning I Faormalization
) ) Assessment Assistant | Search | Refinemant | Evidence Modeling
@ Default Viewer () Advanced Viewer
Explain Reduction
Problzm i Elements to search for
Determine the net price of a Pentaxz K110 it from Circuit City when bought Virginia
at a retail store in Virginia Fj'»."a?taf K110 Kit From Circuit City Graphic Search
e
Question 427.8
How is the net price detenmined? Possible explanations
Answer Pentax K110 Kit from Circuit City —has as cosk—= 427.3 Accept
By adding the ta amount to the marked price of a Pentax K110 Kit from The value is specifically +27.5 Edit Graphically

Pentax K110 Kit From Circuit City is digital camera
The value is specifically 449,19

\irginia is skate

\iirginia —has as skake tax—> 0.05 Edit Expression

See More

Circuit City, which is 427 & dollars.
Explanations Create New. ..

Remave

Graphic exploration

A
Accepk
Elementary Solution (=] — \ o Result
o Results

The net price of a Pentax K110 Eit from Circwt City when bought at a .
- o - |l Accept all the relevant explanations |

retail store in Virginia is <449 19 dollars.
proposed by the system.
N J

i

4 1 | b | Results Mode

options
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k2

HiH

- HEEOO

Reasoning bype: :Reduction v: Reasoning mode: :Learning v: Plausibility: :medium v:

| Reasoning Hierarchy | Re

b Y

asoning 3tep | Graphical Viewer | Reportl

@ Default Viewer () Advanced Viewer

Problem

Question
How i5 the net pri
Answer

Circuit City, whic
Explanations
Virginia is skake

Virginia —has as skak
4

ce determined?

his 427 2 dollars.

Pentax K110 Kit from Circuit City —has as cost—= 427.5
Pentax K110 Kit from Circuit City is digital camera

e bax—>= 0.05

Determine the net price of a Pentaxz K110 it from Circuit City when bought
at a retail store in Virginia

By adding the tas amount to the marked price of a Pentas K110 it from

+ | Remove

4
r

External Salutions I Learning I Formalization
Assessment Assistant | Search | Refinemant | Evidence Modeling
Explain Reduction

Elements to search for

Pentax K110 Kit From Circuit City

n ns
LU

Graphic Search

_E::;n;a;"niﬂ::?”ﬂ Pentax K110 Kit from Circuit City when bought aE CI i Ck on “E di t Exp r eSSi On 7 to Sp eCi fy EXt]
real ctore in Virginfa s 149, 15 Saffare how the net price was computed.
Kl 1 | H Result)sMode
= Cancel

449.19
427.8

Possible explanations
The value is specifically 4272 Accepk
The value is specifically 0.05 Edit Graphically

The value is specifically 449,19 m
Edit Expressian
Graphic exploration

/ Accept
alebg Results

© 2008, Learning Agents Center
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Reasoning bype: :Reduction v: Reasoning mode: :Learning v: Plausibility: :medium v:

[:l Reasoning Hierarchy | Reasoning Step | Graphical Viewer | Reportl : External Solutions I Learning I Faormalization
Assessment Assistant | Search | Refinemant | Evidence Modeling
@ Default Viewer () Advanced Viewer
Explain Reduction
Problem i

Determine the net price of a Pentax K110 Kit from Circuit City when bought - Elements to search for
at a retail store in Virginia e _ -
Pentax K110 Kit From Circuit Ciky Graphic Searth

n nc
LU

Question -

How is the net price determined? g

Answer. . . Possible explanations

By adding the tas amount to the marked price of a Pentas K110 it from - - pp—
LT o The value is specifically 427.2 Accept

Circuit City, which is 427 % dollars. The value is specifically 0.05 Edit Graphically

The value is specifically 449,19
Pentax K110 Kit from Circuit City —has as cost—= 427.5 + [ Remove

Penkax K110 Kik from Circuit City is digikal camera

Edit Expression

Expression Editor

In the left editor type the result of ||| ... .. coesonsaon
the computa tion (the net price). (Use parentheses to indicate the operator precedences)

|y

N\
145.19 _
retail store in Virginia is 449 10 dollars.
[ 0K ] l Cancel ]
options Cancel

© 2008, Learning Agents Center
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Reasoning bype: :Reduction v: Reasoning mode: :Learning v: Plausibility: :medium v:

at a retail store in Virginia

Question
How is the net price detenmined?
Answer

Circuit City, which is 427 & dollars.

Explanations

Pentax k110 Kit from Circuit Ciky —has as cost—> 4278

Pentax K110 Kit from Circuit City is digital camera

Virginia is skake

Virginia —has as stake tax—>= 0.05
4

Elementary Salukion

By adding the tas amount to the marked price of a Pentas K110 it from

Pentax K110 Kit From Circuit City

n nc
LU

427.8

[:l Reasoning Hierarchy | Reasoning Step | Graphical Viewer | Reportl : External Solutions I Learning I Faormalization
Assessment Assistant | Search | Refinemant | Evidence Modeling
@ Default Viewer () Advanced Viewer
Explain Reduction
Prablem
Determine the net price of a Pentax K110 Kit from Circuit City when bougt | | - e .

Graphic Search

Possible explanations

The value is specifically 4272
The value is specifically 0.05

1. In the right editor type the expression
used to compute the net price.

Enter the expression below:

IE‘ (Use parentheses to indicate the operator precedences)

The net price of a Pentax K110 Kit from Circuit City when bought at a 449,19 = 427.5%0.05 +427.9|

2. The following operators can be used :

*, = % /, log(), log10(), sqrt(), exp() and pow() T@K” when done.

[ OK. ] l Cancel ]

\

Accept
Edit Graphically

Edit Expression

N\
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at a retail store in Virginia

Question
How is the net price detenmined?
Answer

Eit from

1. The new explanation was
automatically accepted.

Pentax K110 Kit From Circuit City

n ns
LU

449.19

427.8

Reasoning bype: :Reduction - Reasoning mode: :Learning - Plausibility: :medium -
| Reasoning Hierarchy | Reasoning Step | Graphical Viewer | Reportl : External Solutions I Learning I Faormalization
Assessment Assistant Search | Refinemant | Evidence Modeling
@ Default Viewer () Advanced Viewer
Explain Reduction
Problem il Elements to search for
Determine the net price of a Pentaxz K110 it from Circuit City when bought Virginia

Graphic Search

Possible explanations

The value is specifically 4272
The value is specifically 0.05
The value is specifically 449,19

Accept
Edit Graphically
See Maore

Create New...

Remave
Edit Expressian
Virginia is state Graphic exploration
Yirginia —h3z 33 gkake b3w—= 0 0= o
o HLL'E'IZ‘t
:22.00 = (427.8* 0.05) + 427.8 | R
P b e - Back to Results
Elementary Solution 3]
The net price of a Pentax K110 Kit from Circuit City when bought at a
retail store in Virginia is 449 10 dollars.
1 L} | b | Results Mode
options A~

© 2008, Learning Agents Center

2. Click “Finish” when

done.
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Reasoning type: :Reduction v]

[£] Rule Viewer

I

b

Reasoning Hierarchy | Reasaning Step I Graphical Viewer | Reportl

REDUCTION RULE DDR.00000 FORMAL DESCRIPTION

Determmine the net price of a Pentax K110 Kit from Circuit

City when bought at a retail store in Virginia

How is the net price determined?

By adding the tax amount to the marlked price of a
Pentax K110 Kit from Circuit City, which is 4278
dollars.

iy

The net price of Pentaz K110 Kit from Circuit City when
bought at a retail store in Virginia is 4% 19 dollars.

IF: Determine the net price of a 707 when bought at a retail store in 202

Q:

How is the net price determined?

A:

By adding the tax armount to the marked price of 707, which is N2 dollars.

-

( Disciple learned a

rule with a general

function in the
condition.

MAIN CONDITION
Var Lower Bound Upper Bound
NI || [449.10, 449197 | (-infinity, +infinit
N2 [427.8, 427 8] [0.0, +mnfimty)
N3 [0.05, 0.05] [0.0, +infinity)
201 || (digital camera ) || (digital camera )
202 (state ) (state )
Var Relationship Var
201 has as cost N2
702 | has as state tax N3
NI = ADD(MULTN, 7M3), TN

THEN:

The net price of a ?CJ when bought at a retail store in 7CO2 is 2NJ dollars.

L
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Reasoning bype: :Reduction v: Reasoning mode: :Learning v: Plausibility: :medium v:

: Reasoning Hierarchy | Reasaoning Step I Graphical Viewer | Reportl 4

b

Determine the net price of a Pentaxz K110 it from C

External Salutions I Learning I Formalization

Assessment Assistant | Search | Refinemant | Evidence I Modeling

City when bought at a retail store in Virginia

How 15 the net price determined?

El By adding the tax amount to the marlked price

Pentax K110 Eit from Circuit City, which is 4]
dollars.

The net price of Pentax K110 Eit from Cirg

bought at a retail store in Virginia 15 449 19

/' Disciple will generalize the same number that appears in \
several places in a modeling example to a unique

Therefore, an expression of the form 427.8 = 427.8 *0 +
427.8 (when there is no applicable tax) will be
generalized to ?N1=?N1* ?2N2 + 7N1

Such a rule will not be applicable when the tax is greater

variable in the rule.

than 0!
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Reading

These Lecture Notes (required).

Tecuci G., Boicu M., Boicu C., Marcu D., Stanescu B., Barbulescu M.,
The Disciple-RKF Learning and Reasoning Agent, Computational
Intelligence, Volume 21, Number 4, 2005, pp 1-15 (required).
http://lac.gmu.edu/publications/2005/TecuciG_Disciple_RKF _Cl.pdf

Tecuci G., Boicu M., Boicu C., Marcu D., Boicu C., Barbulescu M., Ayers
C., Cammons D., Cognitive Assistants for Analysts, 2007 (required).
http://lac.gmu.edu/publications/2007/TecuciG_Cognitive_Assistants.pdf

Tecucl, G., Boicu, M., Marcu, D., Stanescu, B., Boicu, C., Comello, J.,
Training and Using Disciple Agents: A Case Study in the Military Center
of Gravity Analysis Domain, Al Magazine, 24, 4:51-68, AAAI Press,
Menlo Park, California, 2002. Available at
http://lac.gmu.edu/publications/data/2002/2002_ Al-Mag.pdf

Tecuci, Building Intelligent Agents, Ch. 4 pp. 79-100 (rule learning in
Disciple). 7
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